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Abstract

The increasing demand for natural language processing
(NLP) applications has created a need for large amounts of
labeled data to train machine learning models. This has led to
using human annotators for tasks such as text classification,
sentiment analysis, and named entity recognition. However,
human annotation is costly and time-consuming, and the an-
notation quality can significantly vary depending on the anno-
tator. Recent advances in language modeling have led to the
development of large language models (LLMs), such as Chat-
GPT, which are capable of generating human-like responses
to text prompts. In this position paper, we explore the ques-
tion: whether ChatGPT-like LLMs can effectively replace hu-
man annotators in NLP tasks? We discuss the advantages and
limitations of using LLMs for annotation and highlight some
of the challenges that need to be addressed to make this a
feasible approach. We argue that while LLMs can potentially
reduce the cost and time required for annotation, they may not
be able to fully replace human annotators in all NLP tasks. We
conclude by outlining future research directions that could
help advance the use of LLMs for NLP annotation.

Background
The recent emergence of large language models (LLMs)
such as GPT-3.5, GPT-4, and LLaMA has been a signifi-
cant catalyst for the progress of natural language process-
ing (NLP). These LLMs have been instrumental in achiev-
ing exceptional results across various NLP tasks, highlight-
ing their immense potential in this field. Despite their ex-
ceptional performance, the practical application of LLMs in
production environments is often limited by factors such as
their size, slow inference speed, and high cost. Addition-
ally, the lack of publicly available parameters for such large
language models can restrict their flexibility for local de-
ployment. As a result, smaller language models like BERT
are often preferred for use in production settings where effi-
ciency and cost-effectiveness are important considerations.
These smaller models can still achieve high performance
on various NLP tasks while being more efficient and cost-
effective than larger models. Kocoń et al. (2023) suggested
that LLMs like ChatGPT are lagging behind the currently
available SOTA models by 4 to 70% when tested on 25 dif-
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ferent NLP tasks. This clearly highlights the need to im-
prove SOTA models which are designed to be task-specific
in order to achieve better performance on various NLP tasks.
Nevertheless, it is important to note that the performance of
these task-specific models heavily depends on the quality of
the annotated data used for their training and fine-tuning.
However, data annotation can be a costly undertaking, as it
is costly and time-consuming. Given the challenges associ-
ated with data annotation, there has been growing interest in
exploring the potential of using large language models like
ChatGPT to automate the annotation process. The workflow
of the NLP research can be optimized drastically if data an-
notation can be automated.

While LLMs have demonstrated exceptional performance
in annotation for various NLP tasks, they are not with-
out their limitations. For instance, these models can be bi-
ased, and their predictions can be influenced by the training
data they were exposed to. Additionally, these models may
struggle to accurately identify nuances and context-specific
meanings in language, leading to errors and incorrect anno-
tations. Therefore, it is not yet clear whether these models
can effectively replace human annotators in NLP tasks. This
position paper explores the current practices, challenges, and
potential future directions in using large language models
like ChatGPT for automated data annotation.

Annotation Practices with LLMs
In recent studies, researchers have evaluated the perfor-
mance of GPT-3 as an annotator in various NLP tasks. Ac-
cording to Ding et al. (2022), GPT-3 is well-suited for text
classification tasks due to its large-scale pre-training, mak-
ing it ideal for directly tagging test data. However, for more
complex tasks such as Named Entity Recognition (NER),
prompt-guided or dictionary-assisted training data genera-
tion may be more effective and cost-efficient. Another study
by Wang et al. (2021) investigated the efficiency of GPT-
3 annotations in various NLU and NLG tasks. While the
study by Brown et al. (2020) proposed the direct use of
GPT-3 for downstream tasks, the findings from Wang et al.
(2021) suggest that in-house models such as PEGASUSlarge

and RoBERTalarge perform better when trained on datasets
labeled with GPT-3 annotations. This implies that relying
solely on GPT-3 for downstream tasks may not yield the best
results, and using it to generate labeled datasets may be more



effective in improving the performance of other models. Ad-
ditionally, using LLMs like GPT-3 directly can be costly and
may have higher latency in real-world applications.

With the promising abilities of ChatGPT, researchers have
been working to explore the possibilities of annotating with
ChatGPT. Recent studies such as Mei et al. (2023) have
shown promising results in using ChatGPT as an assistive
tool for annotation tasks, while others such as Gilardi, Al-
izadeh, and Kubli (2023) and Huang, Kwak, and An (2023)
have explored the possibility of ChatGPT performing an-
notations on its own, demonstrating the ChatGPT’s poten-
tial to improve annotation efficiency and accuracy. Huang,
Kwak, and An (2023) evaluated the efficacy of ChatGPT in
the annotation of 795 implicit hateful tweets. The responses
of ChatGPT not only included the labels but also the expla-
nations (NLEs) which were assessed in the study. ChatGPT
was able to recognize 80% of the tweets as hateful. When the
NLEs were assessed for informativeness and clarity, NLEs
generated by ChatGPT outperformed human beings signif-
icantly for clarity scores and had similar informativeness
scores. When the original annotators were given the tweets
with ChatGPT-based NLEs, the hatefulness score was influ-
enced significantly. The original annotators changed some of
the labels to non-hateful which means that the people’s deci-
sions can be influenced by additional explanations given by
ChatGPT. Similarly, in another study by Gilardi, Alizadeh,
and Kubli (2023), ChatGPT outperformed crowd-workers
when a comparison was made with a sample of 2,382 tweets.

Challenges
Using large language models (LLMs) like ChatGPT for data
annotation can present several challenges for the computa-
tional social science community. These models have the po-
tential to automate the annotation process, but several fac-
tors need to be considered to ensure the accuracy and reli-
ability of the annotations. LLMs require large amounts of
high-quality training data to learn effectively. The quality
of the training data can affect the accuracy and reliability
of the annotations generated by the model. The models can
inherit biases present in the training data, which can result
in biased annotations. Additionally, the models may not be
fair and could result in unequal treatment of certain groups.
LLMs are often considered black boxes, meaning it can be
difficult to understand how the model is making its anno-
tations. This lack of transparency can make it difficult to
identify errors or biases in the annotations. Human anno-
tators are capable of controlling bias in annotation, whereas
LLMs lack this ability. LLMs trained on general language
tasks may not have the domain-specific knowledge required
for certain annotation tasks, which could lead to inaccurate
or irrelevant annotations. The annotations for sensitive data,
for example, medical data are difficult for general language
models. With the advent of domain-specific language mod-
els like BloombergGPT (Wu et al. 2023), annotation abilities
for various specific domains are yet to be explored. LLMs
may struggle with complex linguistic constructions, such as
sarcasm, irony, and metaphor, which could affect the accu-
racy of the annotations. The use of LLMs for data annotation
may raise concerns about the ownership and privacy of the

annotated data. There may also be legal considerations re-
lated to the use of personal data for annotation, particularly
in cases where the data contains sensitive information.

Direction Ahead
Recent studies have shown that large language models
(LLMs) like ChatGPT can assist in data annotation and may
even be able to replace human annotators to some extent.
However, it is crucial to maintain human-in-the-loop val-
idation during the annotation process to ensure the relia-
bility and accuracy of the annotations. One approach that
has been proposed is active labeling, where humans re-label
low-confidence instances provided by the LLMs (Wang et al.
2021). Another direction is to develop LLMs specifically
for annotation tasks, with domain-specific knowledge and
specialized training data. This could improve the accuracy
and relevance of annotations for specific tasks. Additionally,
LLMs could also be leveraged to identify and correct errors
or biases in existing annotated data, thereby improving the
quality of datasets. In summary, while LLMs like ChatGPT
have the potential to automate the annotation process, it is
important to consider the challenges and limitations to en-
sure the reliability and accuracy of the annotations.
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